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Chapter 1

Executive Summary

Key Takeaways
• Cost Disruption: DeepSeek has achieved comparable AI performance to industry leaders at a fraction of
the cost ($6M vs hundreds of millions), challenging assumptions about necessary investment levels and po-
tentially rendering plannedmassive infrastructure investments by tech giants less essential.

• Market Volatility: DeepSeek’s emergence triggered an immediate $750B market value loss across AI-
focused companies, with Nvidia alone losing $600B in a single day, signaling investor concerns about over-
valuation in the AI infrastructure sector.

• Efficiency Innovation: DeepSeek’s focus on algorithmic efficiency over raw computing power demonstrates
that innovation in model architecture may be as important as hardware capabilities, potentially shifting in-
dustry focus toward efficiency rather than ever-larger models.

• Open-Source Strategy: DeepSeek’s permissive MIT-licensed open-source approach contrasts with propri-
etary Western models, democratizing access to frontier AI capabilities and forcing competitors to recon-
sider their closed development strategies.

• Geopolitical Implications: Despite U.S. export controls on advanced semiconductors, DeepSeek’s success
usingolder chips suggestsChina is closing theAI capability gap, undermining theeffectiveness of technology
restriction policies and potentially accelerating parallel AI ecosystem development.

• Ecosystem Disruption: The efficiency breakthrough affects not just tech companies but entire supporting
industries, including energy providers and data center infrastructure firms that had aligned growth strate-
gies with traditional AI development trajectories.

Key Findings andMarket Impact
The emergence of DeepSeek as a disruptive force in the artificial intelligence landscape has sent shockwaves through
global markets and technology sectors. This Chinese AI startup has challenged conventional wisdom about the
resources required to develop frontier AI models, demonstrating comparable performance to industry leaders like
OpenAI and Anthropic at a fraction of the cost. Themarket reaction has been profound, with significant implications for
investment strategies, infrastructure development, and the competitive dynamics of the AI industry. This section
examines DeepSeek’s breakthrough position as a market disruptor and analyzes the financial and technological ripple
effects across the global technology ecosystem.

DeepSeek’s Emergence as aMarket Disruptor

DeepSeek has fundamentally challenged the established AI development paradigm by creating models that rival those
from leadingWestern companies while reportedly requiring significantly less computational power and financial
investment. The company’s R1 model, released in January 2025, demonstrated performance comparable to OpenAI’s o1
model despite being trained at a reported cost of under $6million—a stark contrast to the hundreds of millions typically
invested by American competitors. This efficiency breakthrough triggered immediate market consequences, with
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DeepSeek’s AI Assistant quickly surpassing ChatGPT as the top-downloaded app in multiple countries. The open-source
nature of DeepSeek’s models has further amplified its disruptive potential, democratizing access to frontier AI
capabilities and potentially reshaping the competitive landscape by lowering barriers to entry for smaller players and
developers in regions previously excluded from cutting-edge AI development.

Financial and Technological Implications

Themarket’s reaction to DeepSeek’s emergence was swift and dramatic, with tech stocks experiencing a significant
selloff that wiped nearly $750 billion from themarket value of AI-focused companies in a single day. Nvidia, the
dominant AI chip manufacturer, suffered the largest one-daymarket capitalization loss in history at approximately
$600 billion. This reaction reflected investor concerns that the massive infrastructure investments planned bymajor
tech companies—including Meta’s announced $65 billion expenditure and the Trump administration’s $500 billion
Stargate project—might yield diminishing returns if DeepSeek’s approach proves sustainable. Beyond immediate
market fluctuations, DeepSeek’s success has strategic implications for global AI competition, suggesting that China has
made significant progress despite U.S. export controls on advanced semiconductors. The company’s ability to achieve
competitive results using older, less powerful chips indicates that innovation in model architecture and training
methodology may be as important as raw computing power, potentially shifting industry focus toward efficiency and
specialized applications rather than ever-larger models requiring exponential increases in computational resources.

The shockwaves fromDeepSeek’s announcement reverberated far beyond just Nvidia. The Philadelphia semiconductor
index plummeted over 10%, marking its steepest decline sinceMarch 2020. Other tech giants felt the impact as well, with
Broadcom droppingmore than 18%, Microsoft falling 2.3%, and Alphabet declining 3.4%. The ripple effects extended
globally, with Japan’s SoftBank Group finishing down 8.3% and European semiconductor equipmentmanufacturer ASML
falling 7%. This widespread selloff demonstrated how deeply the AI narrative had become embedded in global market
valuations and investor expectations.

Particularly notable was the collateral damage to companies in the energy sector that had been positioned to benefit
from the anticipated surge in power demand for AI data centers. Vistra shares plungedmore than 28%, Constellation
Energy dropped 20%, and NRG Energy fell over 14%. Infrastructure providers like Vertiv Holdings, which builds data
center facilities, saw their stock value collapse bymore than 30%. These dramatic movements illustrated how
DeepSeek’s efficiency innovations threatened not just the tech sector but an entire ecosystem of supporting industries
that had aligned their growth strategies with the presumed trajectory of AI development.

Themarket reaction also revealed a fundamental tension in how investors view AI progress. While efficiency gains
typically benefit technology adoption and commercialization, they can simultaneously undermine the business models of
companies that have invested heavily in the status quo. As venture capitalist Jim Curry of BuildGroup noted, ”This should
have been expected and we shouldn’t have been surprised by it. I expect more surprises.” This sentiment captures the
paradox facing investors: technological breakthroughs that advance the field may simultaneously destroy value for
established players.

Beyond the immediate market turbulence, DeepSeek’s emergence has profound implications for the global AI race. The
company’s success challenges the prevailing narrative that China’s AI development was significantly hampered by U.S.
export restrictions on advanced semiconductors. Instead, it suggests that Chinese researchers have developed
innovative approaches to maximize performance from available hardware. As Matt Sheehan from the Carnegie
Endowment for International Peace observed, ”Rather than weakening China’s AI capabilities, the sanctions appear to
be driving startups like DeepSeek to innovate.”

This innovation under constraint may ultimately prove more sustainable than the brute-force scaling approach favored
bymanyWestern companies. DeepSeek’s methodology emphasizes algorithmic efficiency through techniques like
Mixture-of-Experts (MoE) architecture, multi-head latent attention, andmemory compression. These approaches allow
for more targeted activation of model parameters rather than processing all parameters for every token, significantly
reducing computational requirements without sacrificing performance.

The implications extend to the broader AI development landscape as well. If DeepSeek’s approach proves replicable, it
could democratize access to frontier AI capabilities, allowing smaller organizations with limited resources to compete
effectively. This would shift competitive advantage from those with the deepest pockets to those with the most
innovative approaches. As KartheeMadasamy, managing partner at MFV Partners, predicted: ”I think there will now be
more demand from VCs in investing in AI startups at the application layer.”

Somemarket analysts, however, viewed the selloff as an overreaction. Daniel Morgan of Synovus Trust Company, which
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holds a substantial position in Nvidia, argued that DeepSeek’s mobile-focused AI model doesn’t directly compete with
the data center infrastructure that drives Nvidia’s core business. ”The real money in AI is providing the chips for the data
centers from the likes of Nvidia, AdvancedMicro Devices, and Broadcom,” Morgan stated, suggesting the market
pullback represented ”an opportunity to add high-quality tech shares on weakness.”

This perspective was echoed byMicrosoft CEO Satya Nadella, who framed DeepSeek’s emergence as ultimately
beneficial for the industry. On X (formerly Twitter), Nadella invoked Jevons paradox—the economic observation that
increased efficiency in resource utilization often leads to higher overall consumption rather than conservation. In
Nadella’s view, more efficient AI would ”skyrocket” adoption, ultimately driving greater demand for infrastructure and
services, not less.

The long-term impact of DeepSeek’s innovation remains to be seen. If its approach proves to be a genuine paradigm
shift rather than an isolated breakthrough, it could fundamentally alter investment priorities across the AI landscape.
Companies may redirect capital from raw infrastructure scaling toward research into algorithmic efficiency and
specialized applications. This would represent a maturation of the AI industry, moving from the current gold rush
mentality towardmore sustainable development practices focused on practical utility rather than sheer computational
scale.

Strategic Significance for Global AI Development
The emergence of DeepSeek, a Chinese AI company, has fundamentally altered the global artificial intelligence
landscape by challenging long-held assumptions about the resources required to develop frontier AI models.
DeepSeek’s release of its R1 model, which reportedly achieves comparable capabilities to leadingWestern models at a
fraction of the cost, represents a pivotal moment in the international AI race. This development has significant
implications for power dynamics between nations and raises important questions about the future of open-source AI
development, potentially democratizing access to advanced AI capabilities while reshaping competitive strategies for
both private companies and governments.

Shifting PowerDynamics in AI Leadership

DeepSeek’s breakthrough has disrupted the presumed technological advantage held by American tech giants,
challenging the notion that only companies with massive computational resources and capital can compete at the
frontier of AI development. By reportedly training its R1 model for under $6million using older, less powerful
chips—compared to the hundreds of millions or billions spent by U.S. competitors—DeepSeek has demonstrated that
innovation and efficiency can potentially overcome hardware limitations imposed by export controls. This development
has been characterized by some industry leaders as AI’s ”Sputnik moment,” with President Trump calling it a ”wake-up
call” for American industries. The geopolitical implications are substantial, as China appears to be closing the AI
capability gap despite U.S. sanctions designed to limit its access to advanced semiconductors. This shift threatens to
undermine the strategy of maintaining U.S. technological dominance through export controls, potentially accelerating
the development of parallel AI ecosystems with different technological foundations and governance approaches.

The economic reverberations of DeepSeek’s innovation were immediately apparent in global markets, where nearly
$750 billion in market value was erased frommajor technology stocks in a single trading day. Nvidia, whose advanced
GPUs have been the cornerstone of AI development, suffered an unprecedented one-day loss of approximately $600
billion in market capitalization. This market reaction underscores the disruptive potential of DeepSeek’s approach,
which suggests that the massive infrastructure investments planned by U.S. tech giants—such as Meta’s announced $65
billion expenditure and the $500 billion Stargate project backed by the Trump administration—may not be as essential
as previously thought for achieving competitive AI capabilities.

At the heart of DeepSeek’s achievement lies a fundamentally different approach to AI development. Rather than relying
solely on brute computational force, the company has focused on algorithmic efficiency and innovative model
architecture. DeepSeek utilized techniques such as reinforcement learning, reward engineering, and knowledge
distillation to create amodel that canmatch or exceed the performance of its Western counterparts while requiring
significantly fewer resources. This emphasis on efficiency over scale represents a paradigm shift in AI development
strategy, potentially democratizing access to frontier AI capabilities for organizations without access to vast
computational resources.

The technical innovations demonstrated by DeepSeek extend beyondmere cost reduction. The company’s R1 model
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exhibits sophisticated reasoning capabilities comparable to OpenAI’s o1, particularly in areas requiring complex
problem-solving such as mathematics and coding. What’s more, DeepSeek has embraced an open-source approach,
making much of its code and training methods available to the global developer community. This stands in stark
contrast to the proprietary, ”black box” approach favored by leading U.S. AI companies, which lock away their
innovations to maximize commercial advantage. The open-source nature of DeepSeek’s model could accelerate global
AI innovation by enabling broader participation in cutting-edge research.

For businesses and governments worldwide, DeepSeek’s emergence presents both opportunities and challenges.
Organizations previously priced out of advanced AI implementation may now find such capabilities within reach,
potentially leveling the playing field across industries and regions. However, this democratization also raises concerns
about the proliferation of powerful AI tools without adequate governance frameworks. The reduced barrier to entry
could accelerate the development of AI applications with dual-use potential, complicating efforts to establish global
norms and standards for responsible AI deployment.

The environmental implications of DeepSeek’s approach are also significant. Traditional AI development has been
criticized for its enormous energy consumption and associated carbon footprint. According to Goldman Sachs research,
a single ChatGPT query requires nearly ten times the electricity of a Google search, with some estimates suggesting that
training AI models consumes 6,000 times more energy than a European city. By demonstrating that competitive models
can be developed with substantially fewer computational resources, DeepSeek points toward a potentially more
sustainable path for AI advancement that doesn’t require the massive water usage and energy consumption currently
associated with leading AI data centers.

Beyond the technical and economic dimensions, DeepSeek’s rise highlights the limitations of export control regimes as
tools for maintaining technological advantage. Despite U.S. restrictions on advanced semiconductor exports to China,
DeepSeek managed to develop competitive AI capabilities using older-generation chips that were exempt from these
controls. This suggests that innovation can potentially outpace regulatory efforts to constrain technological
development, particularly in fields like AI where software optimization can sometimes compensate for hardware
limitations. As a result, policymakers may need to reconsider strategies that rely primarily on controlling physical
technologies rather than fostering domestic innovation ecosystems.

The competitive response from U.S. tech giants has been swift andmultifaceted. Meta reportedly establishedmultiple
”war rooms” to analyze DeepSeek’s models and incorporate insights into their own development efforts. OpenAI
accelerated the release of newmodels, including o3-mini, to maintain its technological edge. These reactions suggest
that DeepSeek’s breakthrough, rather than diminishing innovation, may actually intensify the global AI race by
challenging established players to improve efficiency and accessibility alongside raw performancemetrics.

For international relations, DeepSeek represents a complex new factor in U.S.-China technological competition. While
some view it as evidence of China’s growing technological capabilities despiteWestern restrictions, others see it as a
validation of open-source collaboration that transcends national boundaries. The model’s development highlights the
increasingly multipolar nature of AI advancement, where breakthroughs can emerge from unexpected sources and
rapidly diffuse across global innovation networks. This reality challenges simplistic narratives of bilateral technological
competition and suggests the need for more nuanced approaches to international technology governance.

Implications forOpen-Source AIModels

DeepSeek’s decision to make its R1 model open-source represents a significant counterpoint to the predominantly
closed, proprietary approach of leading U.S. AI companies like OpenAI. By providing free access to its model weights
and allowing developers to run the model on their own infrastructure, DeepSeek has potentially accelerated the
democratization of advanced AI capabilities. This open approach has garnered praise from figures like Marc
Andreessen, who called it ”a profound gift to the world,” and has already influenced strategic decisions at major U.S.
companies, with OpenAI’s CEO SamAltman acknowledging that rising competition from Chinese open-source models
influenced his company’s decision to release its own open-weight models.

The implications of DeepSeek’s open-source strategy extend beyondmere accessibility. By releasing its model under the
permissive MIT license, DeepSeek has created one of the most flexible frameworks for AI development currently
available. This stands in stark contrast to the restrictive licensing terms that have characterized manyWestern AI
offerings, which often limit howmodels can bemodified, deployed, or commercialized. As Bradley Shimmin, an analyst
at The FuturumGroup, noted, this approach is ”putting pressure on frontier model makers to do a better job of not just
paying lip service to being open with their community licenses.”

7 ©Hiswai 2025



Chapter 1

This openness has catalyzed rapid adoption across various sectors. Within days of its release, DeepSeek’s models were
being integrated into platforms ranging fromMicrosoft’s Windows 11 Copilot+ PCs to NVIDIA’s GeForce RTX 50 Series
GPUs. The accessibility of these models has particularly benefited smaller enterprises and developers who previously
lacked the resources to leverage cutting-edge AI. As Anders Ibsen, CEO of Copenhagen-based Savery, observed, ”With
restrained budgets, Europe’s AI opportunity isn’t in more chips, but in better algorithms.”

The economic implications of this democratization are substantial. By dramatically lowering the barrier to entry for
sophisticated AI development, DeepSeek has potentially unlocked a newwave of innovation from previously
marginalized participants. Smaller companies and researchers from regions with limited access to advanced computing
resources can now experiment with and build upon state-of-the-art AI models. This shift could lead to more diverse
applications of AI technology, addressing needs that may have been overlooked by dominant market players focused on
maximizing returns from their substantial investments.

However, the open-source nature of DeepSeek’s models also presents significant challenges. Security researchers
identified vulnerabilities almost immediately after release, including an exposed database containing sensitive user data
that could have enabled malicious actors to take full control. This highlights the double-edged sword of open-source
AI—while it enables broader participation, it also potentially exposes users to greater risks if proper security measures
aren’t implemented.

Regulatory concerns have emerged as well, with multiple data protection authorities launching investigations into
DeepSeek’s practices. Italy’s Garante was first to act, effectively banning the service after determining that DeepSeek’s
response to inquiries was ”completely insufficient.” Similar concerns were raised by authorities in Ireland, Belgium,
France, South Korea, Luxembourg, and the Netherlands, focusing on issues of data transfer, privacy safeguards, and
compliance with local regulations.

The geopolitical dimension adds another layer of complexity. While DeepSeek’s models have been embraced by
developers worldwide, government agencies in several countries have restricted their use on official devices. Australia’s
science minister Ed Husic raised concerns about ”data and privacy management,” while the U.S. Navy banned its
members from using DeepSeek apps altogether, citing ”potential security and ethical concerns.” These reactions reflect
broader tensions about the global governance of AI technologies and the challenge of balancing innovation with
security considerations.

Despite these challenges, DeepSeek’s open-source approach has fundamentally altered the competitive landscape of AI
development. By demonstrating that frontier-level AI performance can be achieved and distributed openly at a fraction
of the traditional cost, DeepSeek has shifted the focus from raw computational power to efficiency and accessibility. As
Xander Berkein, Co-founder of Donna, an AI assistant company, noted: ”Having the ability to self-host high-performing
models at low cost is a game changer.”

The long-term impact of this shift remains to be seen, but it has already prompted strategic recalibrations across the
industry. Meta’s AI chief emphasized that the real story isn’t about Chinese companies surpassing U.S. ones, but rather
about open-source models surpassing closed ones. This perspective suggests that the future of AI development may
increasingly be defined not by national boundaries but by the tension between open and closed approaches to
innovation.
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